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Applications of Wavelet-Based Compression to
Multidimensional Earth Science Data

Jonathan N. Bradley and Christopher 11. Brislawn
Computer Research Group, LOS Akunos National Laboratory

Mail Stop B-265. Los .Wunos. Yew Mexico 87545

:\ BSTRACT

A data compression algorithm involving vector quantization (VQ ) and the discrete
wavelet transform (DWT) is applied to two different types of multidimensional digital
cart h-science data. The algorithm (WVQ ) is optimized for each particular application
through an optimization procedure that amigns VQ parameters to the wavelet trans-
form subbands subject to constraints on compression ratio and encoding complexity.

Preliminary results of compressing global ocean model data generated on a Think-
ing Machines CM-200 supercomputer are presented. The WVQ scheme is used in
both a predictive and nonpredictive mode. Parameters generated by the optimiz~
tion algorithm are reported, aa are signal-to-noise ratio (SNR) measurements of actual
quantized data. The problem of extrapolating hydrodynamic variables across the con-
tinental Iandm=ses in order to compute the DWT on a rectangular grid is discussed.

Results are ah presented for compreming Landsat TM 7-band data using the WVQ
scheme. The formulation of thd optimizatio~ problem is presented along with SNR
measurements of actual quantized data. Postprocessing applications are considered
in which the seven spectral bauds are clustered into 256 clusters using a k-means
algorithm and analyzed using the LOS Alamos multispectral data analysis program,
SPECTRUM, both before and after being compressed using the WVQ program.

1, INTRODUCTION.

This work describw the application of an image compression algorithm involving the
(Iiscrcte wavelet transfornl and vector quantization to two problems involving earth science
~Iata, Tlw ding of outputs of sllpercompllter- gell~r~tc(l global clit]mtr model (G CM) ocean
siltllllaliOtlN WIKI I.whml ‘l’hmnnli(mhlappw (’I’M ) nmltisprctral inmgvry is itlwwtigatedi The
{wmprmsion algorithm has it~ origins in the ~:oding of gray-scale itnagery [1, 2]. A Net of v-tor
flu~ntizmn is dmignd (011(’for each Suhhand in the wavelet decomposition) with parametms
sdwwl from thu wluti(m Of an optimizati~m prohlmn that is fwmulatml to Iniuitllizc quanti-
zuti[)n distortion with wstrllint~ OIJ lII(! ~~wdl hit rmt~!d rncoding romplc’xity. Although

I}[)tll dat~ tvpn {wlsidwi’d in thiK work nr(’ uf [Iimmsiomdity higher I,IIWII two, W*S rcntrict
t hr (Iiwwsiun III (’(ding illil)l(’tll~’llt~tioll~ lmNd on 2. 1) Irallsforlw,
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(’oppression of the CCM data is approached by both a straightforward two-dimensional
extension of the earlier algorithm and a prmhctive scheme in which two-dimensional pre-
diction residuals are coded. The Landsat images are coded by modifying the bit allocation
algorithm to allocate coder resources simultaneously among all of the spectral components.
For all scenarios. measurements of quantization llistortion are presented as functions of
compression ratio and encoding complexity. thus revealing tradeoth involved in the system

l!esign.

11. IIULTIDILIENSIONAL lVAVELET TRANSFORM-VECTOR QUANTIZATION.

The data-coding technique used in this work. known as the wauefei-mctor quadizaiion

( WVQ ) algorithm. is based on vector quantizat ion of ~he sub bands resulting from a discrete
wavelet transform ( DWT) &composition of the data signal. For signals in two or more

{Dimensions. the transform used is hw=d on Prodllct filter banks (i. e.. tensor products of
one-dimensional DWT filters]. :! d-dimensional signal transformed in this manner with a

two-channel filter bank yields ?~ subbands. any ot’ which can be cascaded back through
the filter bank to produce a nml Lirate decomposition of the original signaL /\lthough we are
currently working on three-dimensional wavelet transforms for use with the threedimensional
climate model data under investigation, the DWT results presented here are rmtricted to
the case of two-dimensional data fields.

Singlelevel 2-D DWT analysis and synthesis filter banks are depicted in Figures 1 and
?. The analysis filters (Hi) and synthesis tilters ( F’i) used in this paper are biorthogonal

linear phase FJR Wavelet filters constructed in [3, 4]. Note the use of binary subscripts on
the subbands, a;j, to indicate the Iilters applied to the rows and columns of the signal, z,
Signals obtained from sampling smooth, continuous data fields usually have most of their
energy (or variance) concentrated in the low-frequency part of the spectrum, so it is usually
most efficient to c=cade only the lowpass-lowpass filtered subband, am, back through the

analysis bank in Figure 1; the resulting subband is denoted aw,w, or a,m for short. This
ciwade is typically carried down four levels (or SO). t,o the a,,,w band, which will then contain
a large portion of the sigual energy concentrated ill a heavily downsarnpled signal component,
~Jote that the downsample factor for an 1‘h-level subband in a d-dimensional scheme using
an M-rhannel coder is mi = Mid, so. e.g., subband (I,,,w in the 2-D derompo~ition has been

IIOWIISC%IIIPIWIIJ,V ?~li = ‘256 -1,()- I .

t\ further ronsidmation when applying a DWT to Iinitc-duration signals, like the rowu m
rolunms in a digital image, i~ the handling of boundary mmrlitions, The mout straightforward
way of dealing with signal boundaries is to regard the signal as a singic period of an infinite,
lwri{)[lir input nml nl)ply t tw IIWT Iiltm I)mk Iy (’irrlllar wuvollltilm ilti(l ~lt)tvllsalll~)litlg.

‘I”llis lli~ti the dkdvantagt’st IIOWHW, of introducing iLHpuriolls jllmp tlisrontilluity when thu
{Iata i~n’t inherently pmiodic Rnd of constraining the signal length (imo., its “period”) to
IW {Iivisible hy the downmmplr fnctor. For a four-hwwl tlrcompo~ition Iltiing a I,wo-rhaumd

Iilt[”r Imnk, for instanc(’. Ihi~ Ilit’ans lhc in~mt I(mgth, .Vl), iIIIJHt 1)0 (Iivisil]iv l~v 1(;. t{oth
of t IN*NUproblcmm can I)(? ~ivoidtxl I)y using Nylmnctrir (’xtrnpolatiun t.vrhni[luv~ to f’xttvld

lii~it(’-(lllratit)ll inputs: Ilmrwvrw, this rnu IN’dolw with II() illcrww in Ijlw Ilwllltjrv :Lllorntiou

UVWIWIto lrmwfmm or ~tmi’ tlw input ~ignal 15, [i].
‘I’ll{’dmign ~~fv~~.tm q~mntlzms for tlw Mlll)lmlltlti ill n IIW’I’ 11~’~’!~illl~(~sil,i{llli:l l)iLW.1011
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rhe assumption of exponential \’Q rate-distortion characteristics.

D, (k,. r, J is the distortion !mean-square mror 1 I)etw-n the original and (Iuautized data in
, ],e ;:)1 subband for a bit rate of rl hits per pixel [ bpp ) and a vector dimension of k,. .ji(ki )
iil~d -.,[k, ) are constants that depend on k, and the prohabi]ity- {Iensity function of the data
vtwt ors. The motivation for this assumption is based on t heretical l-Q rate-distortion
modelling ~7]and contirmtil by empirical data: values for the ronstams ,j,( k, j aud ~l~ki ) are

iDetermined from a set of training data.
[n the case of an orthogonal subband decomposition. the overall distortion can be ex-

pressed as a weighted sum of the distortion in each subband,

D=r ‘[)i(A’,.l“,J .
- 111!

where ln, is the downsampie fiWLOr. Ihe ELtb tJt’1 he Immber (J( samples in the original to
1he number in the i!h subhalld. ,Siucr t Iw D\\:T l“onserves the numlxv O( tlata samples. llli

satisties the identity ~ m;’ = 1. By ( I). the overall distortion is

Formula (2) is customarily used as a distortion me=nm with mmort hogonal transforms, too,
iLlthOU~h it 110 bng~r (’OillCi&S l’xact]~ Wit’1 OVPrall IlleW1-YqUart! WrOr. ‘rhIE ~it-al]OCZLtiO1l

problem for quantizer design involves using nonlinear optimization techniqu~ to compute
the bit rates, ri, and dimensions, k,, that minimize (2), subjcxt to constraints on overall bit
ratr and rncoder complexity.

For a target overall bit rate of R bpp, the constraint on subbancl bit rates is

(:1)

(4)



III. .\ PPLICATtON TO OCE.\N MODEL DATA.

“rhi~ section describes the use of the \~-VQ algorithm on synthetic (Iata generated by

il I-lryan-( ‘ox-~emtner global ocean circulation model running on lhe ( “onnection Machine
( ‘\l-200 at the Los Alamos Advanced Cmnput ing Laboratory ( .lCL) [12, 13]. The model
is romputed on a 320 x 768 grid at 20 depth hwds: boundary conditions are given on a

I hree-dimensional bottom topography with SO islands. The data used in the compression

~’xperiments was the surface temperature tield [uo depth components), taken at three-day
intervals over a decade-s worth of simulation. Time-frames from the first year of the simula-
t ion wire used for training data. and the resulting WJ:Q algorithm l~as then :Cstd On frames

from the last year Of the simulation. i.e.. on data similar but not identical to the training
data. We f-l this is a valid test since it is similar to the manner in which the algorithm wiU
he used in practice.

The t wo-dirnensional data frames were t ransformed ~~’itha four-level ortave-sraled DWT
tdecomposition. Since the model is prrio[lic in t hr Iw-st-west direction. periodic boundary
mmditions were used along parall~ls ot’ latitude 1‘rows-” ). lIowever. due LOthe lack of con-
t inuity between the north and south cdg= of the grid. symmetric (i.e.. reflected) boundary

~.onditions were used along meridians of longitude ( ““columns”’). Because the DWT is most
easily computed on a rectangular grid, the temperature data WaS extended across the con-

tinental landmasses before transforming. A simple approach like zeropadding of the data
would be undesirable because it would induce a large jump discontinuity around the coast-

Iinti: this would show Up as added variance in the highp=s-filtered DWT subbands and
would therefore reduce the compressibility of the high-frequency signal components in the

transform domain. For this rewon we USA a continuous extension oft he data given by linear
extrapolation from coast to mad along parallels of latitude. This still Ieavea a “corner” at
the coastlines in the extended data; since the initial data field is extremely smooth, this
corner results in a slight incre=e in energy in highp=s-filtered subhands. It is not yet cl-r
whet her this added variance is significant alongside the variance naturally pment in the
data. \Ve are currently looking into using smoother two-dimensional extrapolation schem=
for this task.

Two different approach= were taken to quantizing the time-seritis data generated in the

simulation: nonpredictive and predictive coding. In the tmnprmiictive scheme, each frame
is I roahl M a separat[’ imagr and romprwwwl itrmmlingly Ilsing t IN \VV’(~ Ilwtho(i. 111

I]rwlictivr roding, a prmliction of wch frame is made hawxi w past frames A subtracted

from thr wrent frame. rmking in a two-tiim(msionai miduaf image, which is rompreased
illld shm~i, The imag(i wquence is decodwi from the first frarm in th~ Nqumcc and the
I“(%i(lllill!l.\Vr uswi h simplr Iirst-m(!m Imwlictor in this srhvmc’: i.[’m.thr Iwmiirtiou O( a given

I’riiilll. is jllst l’qu~l t~~I h~’ ~luanliz[xl ~i~l~l~’~J[ tlw proviom frmm Illuck (liiLgriulls for the

transnliltm md r~~~ivl’r in thi~ pr~’tii(:tive (mllrotiillg/Ii~t.(l(liilg sytitem w~ givw in Figures 3
illl(l ‘1. ‘h vxprrimrnt awunmi that the first [ranw in the wqmmco i~ trmlwl~itttd with
ll~)lll~r(’rli(.tiv~’tlutmtization , iltl(itlw romprwmm ratiw rqmrtmi ilr(’Llmv oi thr ti[ll)sequt?nt
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Figure 3: Predictive Transmitter.
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Figure 4: Predictive Receiver.

160 and 64a. The optimal codebook sizes and vector dimensions for each combination of R
and Q were computed by the WVQ d=ign algorithm described in Section II. Bit allocation
results for the 13 subbands are presented in Tables I and II for R = os and 0.25 bpp in
terms of vector dimensions. ki, and codebook sizes, Ni. Note that as the bit rate decreases,
the highest frequency subbands are quantized more heavily or discarded altogether and
rtmaining high- fquency su Wand vector dimensions typicaU y increase. Vector dimensions
iLb increase as the upper hound on Complexity increases. Bit allocation for the residual
subbamls in Table 11 is similar to that for the nonpredictive scheme, although nmch less of
IIN’quimtizer resourrrs ( iw.. far frw~r hits) art’ allocated to ~he Iowc’r frequtmcv sllbbancls in

1IN’prwlictivr sc+wme. “l-his IIIWLIMthat the Iirst-urdtir prwlictur (Mrctivrly predicts the low-

wavrnumbt=r modes of t hc model, indicating that these modes are two!ving slowly compared
10 tlw sampling rate fur archiving data.

QllillltiZf’r pt”rformam’(’ is mm..urml in I.mm of siglli~l-lo-llois(’” r:itiu (SNI{ ),
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Table 1: I’wor Dimension and f“’odeblmk Size Assignments Ik. .~l for H = 0.5 bpp and
H = [).os bpp. Xonprcwiictiw (’oding.

Subband ...UI

Subband ...01
Subband ,.,10
Subband ..,11
Subband .,01
Subband .,10
Subband ..11
Subband .01
Subband .10
Subband .11
Subbami 01
Subband 10
Subband 11

— —

— — —

R = tI.2j
(J= ti-kt () =:!% ()= Ih
(1.251) (1.251) !1.251)
(1.$2) (1.31) (1.32)
(1.15) (1.17) (1,1s1
(1.s) (1.7) (1.7)
(4.3771 (4.3821 (4.295)
( L16) (“1.ltil (4.17)
(-+.4) (4A) [4.4)
(s.176) (s.176) (s.1$2)
— —

— — —

(8,4) (s.4) (8.4)
— — —

— — —

Tab]e II: V~tor Dimen~ion and Ckniebook Size Assignments (k N) for R = 0.5 bpp and

R = 0.25 bpp, Predictiw Coding.

Subband ,,,00
Subband ,,,01
!iubband ,,,lfl
Subband ,,,11
Subhand ,.01
Subband ,,11)
Subbanci ,,11
!iubhand ,01
SIllll)alld .10
Subhand ,1 I
Subbau(l 01
!hbhanc.1 10
Suhhand I1

R = 0.5 1
Q = 640 Q = :12a Q= l&R
(1,14) (1,10) (1,16)

(1.15)
(1;20)
(1:28)
(4:235)
(2,125)
(4.185)
(4,126)
(s.1:!s)
(Ml)
(8,12)

.

R = 0.25
Q=64u Q = 32(N Q= 16a
(1,2) (1.2) (1.4)
(1,3)
(1,5)
(1,8)
(4.207)
(~;~g~)

(4,93)
(Mil)
[~m?of+)

-.

(1,4)
(1,6)
(1,10)
(L1!)N)
(4;257)
(4,10!))
(~,9yJ)

IN,] [5]

(w)
—

(1.6)
(1,9)
(1,14)
(4.1?!!)
(4,140)
(4,87)

(N.78)
(N.(;rl)

($, IU)

..
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t hat I !Ie complexity can be increased in this manner while the subband bit rates. r,, remain

unchanged since
10g., .\”;

r,=-
L’i “

increasing the encoding complexity results in an encoder with a more time-consuming code-
hook lookup but does not atfect decoder performance. ;1s the bit rate increases. we see from
Figure 5 that the gain in SXR achieved by increasing the encoding complexity becomes more
significant. For a fixed R and Q, comparison of Figures .5 and 6 shows that the predictive

scheme achieves a gain on the order of 1–.1 d B over non predict ive coding. The improvement
iu coding gain is more pronounced at lower bit rates and higher complexities. since the resid-
Ilal coding scheme is better able to exploit higher limits on encoding complexity at low bit

rates than the nonpredictive scheme.

11”. .Wpt-Ic,i’rios TO 11[”1.TISPECTRAL DATA.

This section discusses the application 01’\f-VQ to the compression 0[ multispectral im-
agery. Since each spectral band is a separate monochromatic image, the approach is to code
each of the bands by two-dimensional W’L’Q using symmetric boundary conditions. The
bit-allocation is performed for the various spectral components simultaneously and hence
the coding of each spectral component is not viewed as a separate two-dimensional problem.

The multispectral problem requires a modification to the WVQ design algorithm dis-
cussed in Section 11since the rate and complexity are expressed in terms of multidimensional
pixels. For the case of L spectral components the system design procedure entails minimizing

~ ~A@,(k~)e-’l(’l]~’D=~
, ml

(5)

over the ki and ~i subject to
1 x~~RZiT71i (6)

1[
E

—ylkan ~ Q
z , Vli

(7)

r, > [) (s)

k~ G Iii (9)

where Ii, denotes a prespecified set from which k, Inust he sektmi. w optimization
is 1)(’rfurfnwf (Ivm ill] l)f 111(’1\V[)-flilll(’lisilJllill Slll)l)iklltls g(’11(’rill(’(1frmll iill U( II](’ spectral
(X_)lr)pollellts.

Multispectral image WVQ waq considered for the application of compressing Landsat
The~natic Nlappm (TM) (Iata. !+uch data consist of seven S-bit spectral bands (three visible,
three infrared. illld (m-’ th(!rrllal) at a grmlnd Sanlpk! distauce of ~8.5 Int%ms. Four data sets
were used in training the roder: Albuquerque. NM (2984x :1356); ( ‘airo, Egypt (2945x 3320);

Los Alanws, NM (WH4 x :!2’54); and hlexico I :ity, ,Mexico (5965 x 6!)67). ‘f’he performanw
of thr coder was cvaluatm-1 in tcrrus of results obtaimxl hy compressing a (297(i x :15,52) scenr

frolll the \fmIx)w, Russia. ilr(’a colltainitlg I)(AI1Ilrha[l iill~l itgri~liltl]rill ilrx~its.‘1’lw resulting
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Table III: RMSE Quancizer Performance aS a Function of C’omprmsion Ratio and Cumplex-
ity.

Q=scr 4j= 16a Q=32Q Q=t-k

16:1 :1.04 2.35 1.g~ 1.70

root mean-square error (RMSE) for sixteen combinations of bit rate and encoding complexity

are tabulated in Table III. The compression ratios reported are relative to 56 bits/pixel in
the original data and assume that the bit rates satisfy

;~:.li .
1 I

The additional gain available from entropy and

~vith L = 7 . (10)

run-length coding is not included.

It is interesting to compare these results to those obtained by another wavelet-based
compression technique. [n [14] Landsat TM images were comprmed via a subband de-
composition of each spectral component by a 7-tap nonperfect reconstruction filter bank;

each subband was coded with uniform scalar quantization followed by Huffman and zero-
run-length coding. The experiment WaSrepeated with an image-dependent Karhunen-Loeve
transform ( KLT) in the interband direction. which provided noticeable coding gain at the

expense of computational complexity. The WVQ RMSE results depicted in Table 111appear
to lie between these two previous approaches, although any comparisons must be qualified by
the fact that the numerical result ~ in these two papers were obtained from different imagery

(Kuwaiti oil fields in the case of [14]). For instance., Table 111 shows that 32:1 compression

( 1.75 bpp) with a complexity of Q = 64cu yields an average RMSE per band of 2.26, or a

little over 2 bits of error. The closest comparable value for non-KLT coding in [14] is a MSE
of 40.02 at 2.51 bpp; dividing the MSE by 7 and tafing a square root gives an average RMSE
per band of 2.39, which is a slightly greater error at a higher bit rate than our result. With
illterl~an[l KLT coding, [14] reports a iMSE of 25.11. or an avmage RMSE of 1.s9. at 1.,5.5
bpp; this is a lower distortion at a lower bit rate than our result. We are currently currently

working on incorporating interband KLT coding with the WVQ compression method.
The motivation for our investigation of TM data compression is the need to store and

l)rc)wss large amounts of (Iata I’or postprocessing applications. [ ‘sing thr software package

5P EC’TRUM [15], developed by LOSAlamos National Laboratory and the ( University of New
AMexl:o, we are able to use a desktop workstation run~ing Unix and X-windows to analyze
and categorize multispectral data that h- been clustered into 256 clusters using a variant of
the k-means algorithm. S PII;CTRUM can manipulate the color map for the Computer display
Ilsing any transformation of thti clustered data, and can display cluster position as a two-
(Iimepqional scatter plot. ! lsing these features. users are able to categorize data by selecting

areas with a known type t~f land cover, causing all wociated pixels in the. image to be given
1he same pseudocolor rrpmsrtltation. of great interrst to lis is the rohllstilrss of SPKC.TRIJM
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~lata clustering when applied to data thaL has first been compressed by the \Vt7Q algorithm.

\\~hile visual quality of pseudocolor visualizations remains good after compression by M

much as 32:1. it remains to be determined how much quantization distortion $jpECTR.UM
can tolerate for tasks like Level 1 Land [’SC Categorization. \l~e are attempting to establish

(Quantitative distortion criteria MSed on the analysis of classification error presented il. [15],
~vhich is based on ccmputing Ieve!s of confidence for classifications done w clustered data.
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